CSE976 Class Minutes

Feb. 2nd 2002 and Feb. 4th 2002

Scribe: Tibor Moldovan

Material Discussed:

· Kautz, Selman; “Pushing the Envelope: Planning, Propositional Logic, and Stochastic Search”

· Kautz, McAllester, Selman; “Encoding Plans in Propositional Logic”

I. Introduction to the material:

History:

· In the early 90s, researchers from the Knowledge Representation community, Mitchell, Levesque, and Selman developed GSAT, which is a stochastic search method for solving large SAT problems. Kirkpatrick, a physicist, was also involved. One of the advantages of GSAT over these special algorithms is its ability to handle huge SAT problems

· Their work later yielded SATPLAN

· Prior to this, planning problems were solved using specialized algorithms, such as POP.

· During 95-97 another group of theorists, led by Blum and Furst developed a sound and complete algorithm called GRAPHPLAN. In particular, this algorithm is guaranteed to find a shortest partial-order plan.

Contributions: 

(1) three encodings of planning as SAT and

(2) proving that stochastic search allows us to solve larger planning problems. 

Significance: 

As pointed out by Amy, Selman and Kautz went against popular opinion of using specialized algorithms for planning. They proposed to map a planning problem into a SAT problem instead of using First Order Logic and STRIPS.

For demonstration purposes they used three toy problem domains: rocket problem, block world and logistics problem.

II.  Explanation of the papers:

During this lecture only one paper was discussed: Kautz, Selman; “Pushing the Envelope: Planning, Propositional Logic, and Stochastic Search”

The authors took a STRIPS problem and mapped into a SAT instances (prepositional logic) in 3 ways:

1. Graphplan, which used systematic (which is sound and complete), tableau, and stochastic (WalkSAT) search procedure.

Graphplan works by building a graph of alternating levels for states and for actions. A level of states is a collection of propositions whose truth-value changes with time (hold/no hold).  A time-varying proposition is called a fluent. (They are called fluents because their properties change with time.)

After building the fluents, graphplan examines them to check whether all the propositions of the goal are satisfied. If they are, then it imposes mutex constraints between conflicting actions at a given level.

After the goal’s propositions are found at level, the algorithm can search back for a consistent, partially ordered sequence of actions, subplans that can be executed in parallel. If no plan at length n is found the algorithm extends the initial graph by one more step and repeats the procedure againg.

This procedure ensures that graphplan will find the shortest PO plan.

2. Linear  encoding:

By encoding STRIPS operators into linear actions (from S0 to Sg, one action per unit of time) they were able to develop linear plans, and not partial order plans. While this kind of encoding has high arity, one can split the arity to alleviate the problems associated with it.

3. State based.

This kind of mapping takes STRIPS operators and translates them into SAT sentences. Each SAT sentence is focused on states. Each one is composed of a description of a state plus a state axiom that verifies the state consistency. Transitional axioms are also present and they allow a move from one state to another.

The last two approaches are referred to as direct methods since they take a STRIPS encoding and map it directly to a SAT encoding without building the Graphplan intermediate structures.

The search techniques used on each encoding are systematic (Tableau) and stochastic (WalkSAT). They also include comparisions with trhe Graphplan search algorithm.

Shabir Syed pointed out that SAT encoding is more compact than the Graphplan. Upon the question of compactness and complexity, Amy Davis stated that one could compare the arity of operators (of the 2 SAT encodings) and split that arity. Venkata Guddetti added that the last paragraph of the 1st page contains useful information regarding the discussion.

III. Student questions and comments:

Dan Buettner started off the questions and comments section, by inquiring about the Sussman anomaly. It was explained, according to the AIMA book, that the Sussman anomaly is a situation in which one has 2 subgoals in a plan, but one of the subgoals destroys the other. Thus it is impossible to interleave them.

Dan was also not surprised to see that stochastic methods had faster results than systematic, referring to the results found in the paper.

Robert Glaubius added that while POP does not guarantee a shortest possible plan like stochastic methods do, but one could, for example, try a plan of length 4, and if that doesn’t work try length 8. If such a plan worked, one could try a plan of length 6 and so on and so on, until one found a plan of shortest length, at the expense of time.

Cory Lueninghoener pointed out the relation between the typos, and the paper’s “best paper” award. But Amy argued the significance of the work as going against mainstream research.

Cory also pointed out that the authors could have gotten better results for their WALKSAT algorithm if they would have restarted the algorithm after the 10 hours, instead of just stopping it. Robert recalled that WALKSAT already has a random move as one of its possible moves, so it doesn’t need a restart.

Finally, Cory pointed out some inconsistencies in the results that can be found in Table 2 and concern the performance of systematic and stochastic methods implemented for the Logistics.B problem.

Robert Glaubius, at the end of the first session, pointed out that the appropriateness of an encoding makes a great difference of performance.

Robert also asked if it is possible to have an optimal model for a given problem. And the answer to that was so far there exists no known general systematic way of evaluating the optimality of an encoding, but we could check on-going research done in the new area of progress in Description Complexity, since researchers often design specialized reduction/ simplification operators, such as subsumption and unit propagation to reduce the size of their representations. 

Amy stated that event though stochastic methods get better results, systematic ones can prove that a problem is insolvable, so systematic methods are still useful. In addition systematic searches can also get an optimal solution.

Amy also mentioned that, for the case of axiom lifting, the authors don’t address the issue non-decomposable constraints (stating whether or not lifting is always sound).

Shabir asked why the authors didn’t use FOL instead of SAT, and the answer to that is that SAT scales much better as the number of operators increases. He also pointed out that he is not convinced that encoding technique is domain independent since it seems that authors seemed to tweak their algorithms around the domains.

Lin Xu pointed out a possibility of phase transition due to the results presented in table 2.

Praveen asked whether the inability of deductive theorem proving in FOL to scale well is the fault of the FOL or the search method used. To answer the question, one should think about the complexity of the problem. Remember that: SAT (satisfiability in propositional logic) is NP-Complete [LO1in Garey & Johnson], FOL without negation is NP-complete [L015 in Garey & Johnson], and entailment in FOL is undecidable [AIMA]. Praveen also pointed out that the idea that stochastic and systematic methods complement each other is great. The discussion tried to argue that the collaboration of a number of problem-solving strategies is an open question and currently pursued by several people.

